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1 Introduction

How does an embodied agent develop a stable behavioural preference such
as a habit of movement, a certain posture, or a predilection for spicy food?
Is this development largely driven by a history of environmental contin-
gencies or is it endogenously generated? Kurt Goldstein (1934) described
preferred behaviour as the realization of a reduced subset of all the possible
performances available to an organism (in motility, perception, posture, etc.)
which are characterized by a feeling of comfort and correctness as a contrast
to non-preferred behaviour which is often difficult and clumsy. Merleau-
Ponty, following insights from Gestalt psychology, postulated that bodily
habits are formed by resolving tensions along an intentional arc where the
external situation solicits bodily responses and the meaning of theses solici-
tations depend on the body’s history and dynamics. The overall tendency is
thus towards an optimum or maximal grip on the situation (e.g., like finding
just the right distance to appreciate a painting), (Merleau-Ponty, 1962, p.
153). In these views, the fact that a preferred behaviour is observed more
often would be derivative and not central to its definition (preferred be-
haviour is often efficient but not necessarily optimal in any objective sense).
Following this idea, we define a preference as the strength or commitment
with which a behavioural choice is enacted, which is measurable in terms
of its robustness to different kinds of perturbations (internal or external).
Such a preference is typically sustained through time without necessarily
being fully invariant, i.e., in time it may develop or it may be transformed
into a different preference. In order to understand such durable states from
a dynamical systems perspective, it is therefore convenient to study under
what conditions these preferences may change since this will reveal more
clearly what are the factors that contribute to their generation.

The word preference has many higher-level cognitive connotations that
may not be captured by this minimal definition. On the one hand, we recog-
nize that the dynamical systems picture portrayed in this paper does not do
full justice to the richness of the concept (e.g., human preferences involve a
complex interaction between habits, needs, cultural context and sometimes
conflicting values). On the other hand, our purpose is precisely to explore
the minimal dynamical properties that might be shared by many instances
of preferred behaviours. We follow the directions of synthetic minimalism
which has been defended as a useful route towards clarifying complex ideas
in cognitive science (Beer, 1999; Harvey, Di Paolo, Wood, Quinn, & Tuci,
2005). Our objective is to achieve such a clarification of the term preference
and related terms such as disposition, tendency, commitment, conation, etc.
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using the language of dynamical systems.
Dynamical systems approaches to cognition have typically examined pro-

cesses at the behavioural timescale such as discrimination, coordination, and
learning, (e.g., Beer, 2003; Kelso, 1995) and they have also b they
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in sustaining and changing preferences.

2 A Spinozist approach

In contrast to functional/computational approaches, a dynamical
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between inner stability and external behaviour into our model through the
use of homeostatic mechanisms (as only one possibility for achieving this),
important aspects of preferences such as durability and transitions between
behaviours can be captured.

How
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behavioural preference. Our idea is that if
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Agent. An agent is modelled as a simulated wheeled robot with a
circular body of radius 4 and two diametrically opposed motors. The motors
can drive the agent backwards and forwards in a 2-D unlimited plane. Agents
have a very small mass, so that the motor output directly determines the
tangential velocity at the point of the body where the motor is located. The
translational movement of the robot is calculated using the velocity of its
center of mass, which is simply the sum of the two tangential velocities and
the rotational movement is calculated by dividing the difference of the two
motor outputs by the diameter (leading to a maximum translation speed
of 2.0 units and rotational speed of 0.25 radians at each Euler time step).
The agent has two pairs of sensors for two different light sources, A and B,
mounted at angles of �=3 radians to the forward direction. The two lights do
not interfere with each other and the model includes the shadows produced
by the agent’s body.

Plastic controller. A fully connected continuous-time recurrent neural
network (CTRNN) (Beer, 1990) is used as the agent’s controller. The time
evolution of the states of neurons is expressed by:

�iẏi = −yi +
N∑

j=1

wjizj(yj) + Ii; zi(x) = 1=(1 + e−x−bi); (1)

where yi represents the cell potential of neuron i, zi is the firing rate, �i

(range [0:4; 4]) is its time constant, bi (range [−3; 3]) is a bias term, ])

wji [−
3;

4]) theof the
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sign the different phototactic behaviours to different boxes in our extended
model, two separated regions are arbitrarily set corresponding to firing rates
of [0:15; 0:4] and [0:6; 0:85] as shown in Fig. 1 and for each neuron each region
is arbitrarily assigned for phototaxis A or B at the start of the evolutionary
run. To reduce bias, the upper (bottom) region of half of the internal neu-
rons is assigned for phototaxis A (B), and the other region is for phototaxis
B (A). These assignments remain the same for the evaluations during the
evolutionary run. However, the scheme with two separate regions is not
applied for input and output neurons because this would introduce biases in
the input sensitivity as well as prescribe particular styles of movement. For
input and output neurons, a function which has a single homeostatic region
is applied (Fig. 1 (right)).

Weight change follows a Hebbian rule which also depends linearly on
the firing rate of the pre-synaptic neuron and a learning rate parameter.
Weights from neuron i to j are updated according to :

∆wji = �jizip(zj) (2)

where zi and zj are the firing rates of pre- and post-synaptic neurons, re-
spectively, ∆wji is the change per unit of time to wji, p(x) is the plastic
function (see Fig. 1), and �ji is a rate of change (range [0; 0:9]), which is
genetically set for each connection. For simplicity, we restrict this parameter
to a positive range, so that the product of this value and the plastic func-
tion always works in the direction of returning the flow into the homeostatic
region. For example, if the firing rate of neuron j, zj , is between [0; 0:15] or
[0:5; 0:6], the plastic
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Figure 1: Plastic facilitation as a function of firing rate for internal neurons
(left), and for input/output neurons (right).

4.1 Evolutionary setup

A population of 60 agents is evolved using a rank-based genetic algorithm
with elitism. All network parameters, wji; �i, bi;, �ji and the gains are
represented by a real-valued vector ([0,1]) which is decoded linearly to the
range corresponding to the parameters (with the exception of gain values
which are exponentially scaled). Crossover and vector mutation operators,
which adds a small random vector to the real-valued genotype (Beer, 1996),
are used. The best 6 (10%) agents of the population are kept without change.
Half of the remaining slots are filled in by randomly mating agents from the
previous generation according to rank, and the other half by mutated copies
of agents from the previous generation also selected according to rank.

The agents are evaluated under 4 different situations: slotstoto

underunderamallacco83ingadd70t situations:tota

underc7 tsa7.6ations:



14

The blinking light flick



15

5.1 Basic phototactic behaviours

First, in order to check for long-term stability of the two phototactic be-
haviours and maintenance of the internal dynamics, the agent is tested for
longer successions of lights (only 8 were evaluated during evolution). In
the case of interacting with a single light A, or two-lights-A (constant light
A and blinking light B), the agent shows a long-term stability (more than
100 lights) for phototaxis A and the maintenance of the internal dynamics.
On the other hand, in the case of interacting with a single light B, or two-
lights-B (blinking light A and constant light B), the stability is less than in
the former case. One or two of internal neurons sometimes stay within the
homeostatic region for light A even when approaching light B. Even so, this
is not a major problem for our purposes because there is still a difference in
stable states of the other neurons between two types of phototaxis. In terms
of behavioural patterns, the agent typically goes straight to the target light.

Due to the weaker stability of phototaxis B, the following experiments
are run for less than 100 successive lights, which was long enough to show
the preference.

5.2 Transitions

When lights are presented simultaneously during evolution, a cue telling
the agent which light to visit is given by the difference between the lights
(constant lesscue8c,8(less)1816 0 Td
(w)Tj
7.54912 0 Td
(e204554 0 Td
(neurons)Tj
40.0036 0 Td
(b)Tj
6.k
7.1890eak)Tj
2-visit4tlighca1127 0 T9Tj
21.4364less808 00.4763 n 0 T
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agent takes a side trip while ignoring both lights. This is normal and cor-
responds to an initial period where plastic rules are settling the initially
random weight values. The 10th and 30th presentation are typical examples
of approaching patterns to light A or B while ignoring the other. These are
similar patterns to those observed in the task situations during the evolution
(single lights, and 2 lights, 1 blinking).

 0

 0.2

 0.4

 0.6

 0.8

 1
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As can be seen in both cases, the agent’s behaviour does not switch in
the period tested; it keeps approaching the light it preferred before stopping
plasticity. While the behaviours are sustained, the internal dynamics is also
maintained within the each region as much as before plasticity was stopped.

It should be noted that it is possible for a CTRNN to switch the internal
dynamics into another region without changing the network weights (e.g.,
Phattanasri, Chiel & Beer, submitted). If so, it means that the agent’s
behaviour transition might be happening without explicit synaptic plasticity.
However, it is clear that, at least in the ti5.srA8mple>BDCflqd
(thel
(synaptic)Tj
5.7.5309 40 Td(y)Tj
4.7non-t)Tj
37.578 -0 Td
3Td
(the)Tj
18n(at)Tj
14.r2073 0 Td
(ligh)Tj
9.7672 0 Td
(net)Tj
1common.927 0 Td
(the)Tj
1Afte5054 0 Td
(do)Tj
11bthe h

Td
(the)Tj
18.2073 0 T9
(b)Tj
6.46907 0 Td
(eha)Tj
15.9273 0 Td
(viours)Tj
32.0945 0 T57(without)n.0472 0 Td
(b)Tj
6.48.0872 0 Td
(b)Tj
6.473818 0 Td
(ternal)Tj
31.1345 0 T61(dynamics)Tj
47.7927 0 Td
(in)Tj
8.24.m654 0 T8
(t)Tj
6.821782 0 Td
(preferre291 0 Td
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4e.927 36Td
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6.4j
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20.02364 0 T7
(b)Tj
6.4a0582 0 T6
(should)Trequi5.8618 0 Td
(in)Tj
8.and164 0 Td
(in)Tj
8.9.4073 0 Td
(a)Tj
8.5homeo)Tj
37.5786056 Tlight A

d
is
ta
n
ce
 t
o
 a
 l
ig
h
tn

u
m
b
er
 o
f 
li
g
h
ts

 0



18

5.3 What makes a preference change?

It was shown that plasticity drastically affects the possibility of behavioural
transitions but this does not mean that the transitions are caused solely by
factors internal to the agent. Generally, it is difficult to discuss causation
in the context of complex embodied dynamical systems. However, in this
section, we try to make a distinction between endogenous dynamics and
externally-driven interactions in terms of the susceptibility to the environ-
ment in order to study the effect of different factors affecting the switch of
preference.

5.3.1 Persistence of preference

We investigate the persistence of the preference for a light type. In this
experiment, the positions of the two lights are swapped at some point dur-
ing the approaching behaviour. If ing thesr 0 Td
eena estiga2r

pre,d
(dur0s.)83349.265 -13.56 0 Td
(the)Tj
19.287212582 0 Td
(the)Tj
f65rTj
18(v)Tj
37.1236shoul
(caus4.97j
35.0945 eek
(switc)3j
23.4763 0 Td
(the)Tj
19.1672 0 Td
(ligh)Tj
17.1164 0 Tdhe)it

of
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light B after swapping which seems to produce a transition and so the agent’s
behaviour is now to stay around light B. This single instance is enough to
show that strong enough variations in environmental factors (e.g., orienta-
tion, strength of stimuli) can produce a change of preference in the agent’s
behaviour. Interestingly, there is an indeterminate period around t = 340
where phototaxis A and B are mixed. We have not investigated this period
deeply yet but it could be expected that ambiguous environmental factors
and/or internal dynamics produce a conflict.

 400
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The notation (B→A, A→x) indicates that, at time t, the position of
light B is changed to that of light A and the original light A disappears.
Therefore, the agent suddenly sees light B on the way to light A (and no
other lights). As with the swapping experiments, if the agent is close enough
to get strong stimulus from light B, the agent changes the preference to
light B and remains close to it, which can be seen in the corresponding
plot. However, at earlier values of the swapping time t, the agent does
not approach light B even if the agent is on the way to the position where
A

ositi agenligh
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5.3.2 Effects of reducing external variability

Although the importance of endogenous factors in the formation and per-
sistence of preference has been established, the internal dynamics are not
independent of the history of environmental coupling. The agent creates
the preferences through interactions. Random elements such as the position
of the lights with respect to the orientation of the agent that can have an
effect on the probability of switching to ats een
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ence. Does it still make sense to ask the question of whether the choice that
an agent actually makes corresponds to a spontaneous or externally-driven
“decision”? Put in these traditional terms, the answer is no. However, it
is possible to capture in more detail the dynamical relation between the
different factors in order to formulate a clearer distinction. This distinction
is made operational by observing the agent’s potential behaviours in differ-
ent situations departing from a same initial state. If the agent “decides”
to go to one of the lights by a preference that is endogenously sustained,
its behaviour must be robust to variations in environmental factors. On
the contrary, “decisions” that are highly-affected by environmental varia-
tion can be attributed to the role played by external factors. We label the
two possibilities respectively as strong and weak commitment to a choice.

Based on this idea, we select the agent’s states (neural and bodily) cor-
responding to different times in Fig. 2. For each selection of initial states,
we record which light is approached by the agent as a function of different
initial angular positions of the two lights (both placed at the same distance).
This is the closest we can get in the present setting to a quantitative measure
of preference. The results are shown by different shades of gray for the final
destination in Fig. 7. In the case of (a), in which the agent originally has the
preference of light B, the “decision” is stable against the various initial posi-
tions of the lights. The agent robustly approaches light B for practically all
the angular positions tested. Therefore, the “decision” to approach t127 0 oj
17.2472 0dep(ligh)T3
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(and)Tj
20.6582 0 n
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factors as mentioned above. When the preference changes from light B to
A and a while after that, the proportions stay around 0.5, which means
that the agent does not have a strong commitment to which light should be
selected as target. There is ample scope for environmental factors to alter
the agent’s behaviour. Then, the choice of light A changes towards a more
stable (or committed) dynamics.

We are not implying with these results that during periods of weak envi-
ronmental dependence, the endogenous dynamics are solely responsible for
the agent’s performance. In all cases, behaviour is the outcome of a tightly
coupled sensorimotor loop. It is clear that the mode of environmental depen-
dence, whether weak or strong, changes over time and that this is a property
of the agent’s own internal dynamics as well as the history of interaction.
During the periods of high susceptibility to external variations, the agent is
highly responsive to environmental variability resulting in less commitment
towards a given target. By contrast, during periods of weak susceptibility,
the consistent selection of a target is a consequence of low responsiveness to
environmental variability.

The important point is that the autonomy of the agent’s behaviour can
be seen as the flow of alternating high and low susceptibility, which is an
emergent property of the homeostatic mechanism in this case (but might
be the result of other mechanisms in general). There is nothing apart from
the flow of neural and sensorimotor dynamics that stands for a mode of
commitment to a preference or other. No internal functional modules, no
external instructions. Nevertheless, the existence of the different modes can
be determined and measured. It should be made clear that this picture is
quite in contrast with the idea that autonomy may be simply measured as
how much of behaviour is determined internally vs. how much is externally-
driven. Strong autonomy (in this context the capability of defining one’s
own goals) is orthogonal to this issue since simply all of behaviour is condi-
tioned by both internal and external factors at all times. It is the mode of
responsiveness to variations in such factors that can be described as com-
mitted or open, and it would be a property of strong autonomous systems
that they can transit between these modes (maybe in less contingent ways
as this agent, e.g., in terms of needs, longer-term goals, etc.).

6 Discussion
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for a target light even when it is no longer detectable and avoids approaching
the alternative target that is present. Here it is possible to draw a parallel
between the persistence of preference and the similar phenomenon of object
permanence observed in infant experiments by Piaget (1954). According to
Piaget, the concept of an object as something that has an ongoing existence
independent of the observer is not immediately given. The lack of such con-
cept is his explanation of the famous A-not-B error in which 7-12 month
old infants search for a toy, not in the location they have just seen it being
hidden, but in the location where they searchedth
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tunities for behavioural change will not affect the behavioural and neural
flow. The agent may even be “blind” to stimulations corresponding to these
alternative behaviours. Such are the committed modes. In other cases, even
if the actual behaviour shows a stable trajectory towards a target, the sen-
sitivity to environmental variability may be higher. These are the open or
un-committed modes which may result, in the appropriate circumstances in
a change of preference. Between the two modes lies a spectrum of interme-
diate possibilities.

The results justify the choice of the Spinozist inspiration for the design of
our model. This view allows us to pose the problem of preferred behaviour
in dynamical terms, and of the change of preference in terms of change of
conatus. In turn, the operationalization of commitment proposed in this pa-
per feeds back into the task of understanding conatus dynamically. In this
way, a dynamical systems approach to preferences (and associated cognitive
phenomena such as decision making) looks for global dynamical properties
at the internal and interactive levels to determine whether a behaviour is
preferred or not, chosen with strong or weak commitment. Of course, in
many cases the specific determination of preference carried out in this pa-
per (resetting the agent to a given state and altering its environment) may
be hard or impossible to achieve. In such cases, alternative or derivative
operationalizations will be required.

As a final note on autonomy, it is clear that in our model the achieve-
ment of committed or open modes of sensorimotor flows is done through the
history of interaction by the agent itself. However, the fact remains that its
autonomy is severely limited by the arbitrary imposition of the two inter-
nal homeostatic regions. We believe that in reality the condition of using a
strict region corresponding to zero plasticity may be relaxed and that the
dynamics may consist of moving gradients of plasticity and the spontaneous
formation of highly stable regions where plastic change is small and in gen-
eral pointing back into the same stable region. Designing an agent where
such homeostatic regions are themselves the consequence of the agent’s own
activity will be a further step towards strongly autonomous behaviour. In
a sense, such an agent will not only be switching spontaneously between
a choice of externally-provided goals, it will be creating its own goals as a
consequence of its history of interactions.
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